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Abstract: A distributed database system consists of different number of sites that are interconnected by a communication network. A deadlock may occur when a transaction enters into wait state which request resource from other blocked transactions. The deadlocks are handled in three phases namely deadlock detection, deadlock avoidance and deadlock detection. The efficiently resolving of a deadlock in a system is important because the persistence of deadlock has two major disadvantages: First, all the resources held by deadlocked processes are not available to any other process. Second, the deadlock persistence time gets added to the response time of each process involved in the deadlock. In this paper, we discuss deadlock detection techniques and present approaches for detecting deadlocks in Distributed Systems.
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I. Introduction

A distributed database can be defined as a database environment consisting of a collection of data with different parts under the control of separate DBMSs running on independent computer systems. All the computers are interconnected and each system has autonomous processing capability serving local applications. Each system participates, in the local as well as in the execution of one or more global applications. Such applications require data from more than one site. The distributed nature of the database is hidden from the users.

A transaction is a sequence of actions, which can be read, write, lock, or unlock operations. If the actions of a transaction involve data at a single site, the transaction is called local, on the other hand a distributed transaction involve resources at several sites.

In distributed systems, [9] several transactions may compete for a finite number of resources. Upon requesting a resource, a transaction enters a wait state if the request is not granted due to non-availability of the resource. A situation may arise wherein waiting transactions may not ever get a chance to change their states. This can occur if the requested resources are held by other similarly waiting transaction. This situation is called deadlock.

Once a deadlock occurs in the system the processes that are involved in a deadlock are blocked so a deadlock detection technique should be carried out so that deadlock can be detected in finite time. In the deadlock detection technique one of the transactions known as victim transaction is selected and it is aborted so as to resolve the system from the deadlock situation. Victim selection can be based on many parameters such as:

- Choosing the youngest transaction as the victim
- Choosing the shortest transaction (transaction with fewest required data items) as the victim
- Choosing the transaction with the lowest restart overhead as the victim

The deadlocks in distributed database are of two types: the local deadlock where deadlock occur among the transactions present at a single site and global deadlock occur among transaction present at different sites.

A deadlock can be indicated by a cycle in the directed graph called Wait-for-Graph (WFG) [3] that represents the dependencies among the processes. A node in the graph G represents a transaction and a directed edge from vertex i to vertex j exist in G, if Ti (Transaction i) needs a resource, which is being held by Tj (Transaction j).

For example, in Fig 1 a transaction K has locked data item R and needs to lock item M, transaction L has locked item M and needs to lock item R. In this case the transactions are waiting for each other and no transaction can continue resulting into a deadlock.

![Figure 1: Transaction Wait for Graph](image-url)
In distributed database system three strategies are generally used for handling the deadlocks: Deadlock avoidance, Deadlock prevention and Deadlock detection.

- **Deadlock Avoidance:** Deadlock avoidance [16] is an approach in which deadlocks are dealt before they occur. When a transaction requests a lock on a data item that has already been locked by some another transaction in an incompatible mode, the deadlock avoidance algorithm decides if the requesting transaction can wait or if one of the waiting transactions need to be aborted.

- **Deadlock Prevention:** It is an approach that prevents the system from committing an allocation of locks that will eventually lead to a deadlock. This technique requires pre-acquisition of all locks. The transactions are required to lock the entire data item that they need before execution. Deadlock prevention deals with deadlock ahead of time.

- **Deadlock Detection:** In this approach,[15] deadlock may have already occurred and the deadlock detection technique tries to detect it and gives the process by which it can be resolved. Thus the system periodically checks for them. The existence of a directed cycle in the Wait-for-Graph indicates a deadlock. One transaction in the cycle called victim is aborted, thereby breaking the deadlock.

In this paper, I have discussed deadlock detection techniques and present approaches for detecting deadlocks in Distributed Systems.

## II. Approaches for Deadlock Detection for Distributed Systems

In deadlock detection approach if the data item required by the transaction is not locked, the lock manager grants the requested lock to the requesting transaction but if the data item needed is already locked by some other transaction and the lock type is not compatible with the new lock request, the lock manager makes the requesting transaction wait. It is obvious that, without precautions, some of these transactions may end up in a deadlock after a while. A transaction, known as victim, needs to be rolled back to break the deadlock cycle. Some of the basic approaches for deadlock detection are as follows

- **Edge Chasing Algorithm:** This approach uses transaction wait for graphs (TWFG) to represent the status of transactions at the local sites and uses probes to detect global deadlocks. The algorithm by which a transaction Ti determines if it is deadlocked is called a probe computation. A probe is issued if a transaction begins to wait on another transaction and gets propagated from one site to another based on the status of the transaction that received the probe. The probes are meant only for deadlock detection and are distinct from requests and replies. A transaction sends at most one probe in any probe computation. If the initiator of the probe computation gets back the probe, then it is involved in a deadlock. This scheme does not suffer from false deadlock detection even if the transactions do not obey the two-phase locking protocol.

- **Path-pushing algorithms:** The basic idea underlying this class of algorithms is to build some simplified form of global WFG at each site. For this purpose each site sends its local WFG to a number of neighboring sites every time a deadlock computation is performed. After the local data structure of each site is updated, this updated WFG is then passed along, and the procedure is repeated until some site has sufficiently complete picture of the global situation to announce deadlock or to establish that no deadlocks are present. The main features of this scheme, namely, to send around paths of the global WFG, have led to the term path-pushing algorithms.

## III. Distributed Deadlock Prevention

Deadlock prevention is an approach that prevents the system from committing to an allocation of locks that will eventually lead to a deadlock. In other words, it is impossible for a deadlock to occur in a system using a deadlock prevention approach. Basically it states that “when two or more transactions require conflicting locks for the same data item, only one of them will be given the lock.” One example of such implementation is the preacquisition of all locks algorithm.

**The Preacquisition of All Locks Algorithm:** The preacquisition of all locks is an implementation example of deadlock prevention. In this scheme, transactions are required to lock all the data items they need before they are allowed to start their work and are also required to hold onto these locks for the entire duration of the transaction.

For example, suppose a transaction needs three data items. The transaction will ask the lock manager to lock all three items before it starts executing any commands inside the transaction. If any data item that is needed by this transaction is locked by some another transaction, then the transaction will have to wait. As soon as all the locks needed by the transaction are obtained, the transaction than proceeds. This approach is to say that deadlock prevention deals with deadlocks “ahead of time”.

This approach is suitable for transactions that know all the data items they need a priori. This is, of course, somewhat limiting with respect to the types of transactions that can be processed. The deadlock prevention approach can often lead to **Transaction starvation** which usually happens to large/long transactions that need to
lock many data items. Because a long transaction needs to lock many data items, it is possible that while it is waiting, some other smaller/shorter transactions (requiring fewer data item locks) will succeed in locking the items that it needs. If the shorter transactions keep locking items required by the longer transaction than in this case the longer transaction might be forced to wait for a longer time and ultimately will never receive the chance to acquire its needed resource.

IV. Conclusion

Deadlock is referred as a condition when two or more processes are each waiting for the other to release a resource. Deadlock is a common problem in multiprocessing system where many processes share a specific type of mutually exclusive resource known as a software lock or soft lock. Several deadlock detection algorithms have been proposed for distributed system, a number of issues remain to be addressed. Future research should focus on efficient resolution of deadlocks. In this paper I have discuss distributed deadlock detection and prevention approaches which are being used to handle the deadlock situation.
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