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Abstract: This paper discussed the past works on fraud detection system and highlights their deficiencies. A probabilistic based model was proposed to serve as a basis for mathematical derivation for adaptive threshold algorithm for detecting anomaly transactions. The model was optimized with Baum-Welsh and hybrid posterior-Viterbi algorithms. A credit card transactional data was simulated, trained and predicted for fraud. And finally, the proposed model was evaluated with different metric. The results showed that with the optimization of parameters, posterior-Viterbi cum new detection model performed better than Viterbi cum old detection model.
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I. Introduction

In today’s increasingly electronic society and with the rapid advances of electronic commerce on the Internet the use of credit cards for purchases has become convenient and necessary. It was reported that there are approximately 322 million credit and debit cards in circulation across the UK, Spain and France and around 92 million in Germany [6]. Credit-card-based purchases can be categorized into two types: physical card and virtual card. In a physical-card based purchase, the cardholder resents his card physically to a merchant for making a payment. To carry out fraudulent transactions in this kind of purchase, an attacker has to steal the credit card. In the second kind of purchase, only some important information about a card; card number, expiration date, and secure code is required to make the payment. Such purchases are normally done on the Internet or over the telephone. As the number of credit card users rises world-wide, the thought toward its usage from various business activities is on the increase and so does is the desperation of fraudsters perpetually frauds through the use of credit card.

In e-commerce, credit card fraud is an evolving problem. The growing number of credit card transactions provides more opportunity for thieves to steal credit card numbers and subsequently commit fraud. This can be perpetrated by individuals, merchants and also lack of security that can lead to the compromise of credit card numbers stored in online databases (computer intrusion) [9].

Credit card fraud detection system (CCFDS) is a computer program that attempts to perform fraud detection by identifying fraud or anomaly transaction as quickly as possible once it has been perpetrated. Credit card fraud detection has drawn a lot of research interest and a number of techniques, with special emphasis on data mining and neural networks, have been suggested and their problems are highlighted in the Table 1.
The most recent and closest work to the one done in this thesis is that of [1] who described a method for fraud detection in credit card on-line transactions using HMMs. The results obtained were quite encouraging. Nevertheless, there are some areas where there are needs for improvement which are: optimization of model parameters; application of hybrid posterior-Viterbi algorithm to generate optimized states; and a better approach to detection algorithm with an adaptive threshold [12] based on account-level of individual card owner.

"Table 1: List of Fraud Detection Systems"

<table>
<thead>
<tr>
<th>fraud detection system-</th>
<th>Authors</th>
<th>Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network based</td>
<td>[7], [10]; [15]; [9]</td>
<td>-Supervised in nature and -Imbalance /skewness of data -fraud alarm rate is still relatively high.</td>
</tr>
<tr>
<td>fuzzy expert system.</td>
<td>[17]</td>
<td>-it is expert based -can only detect known fraud scenarios.</td>
</tr>
<tr>
<td>Self-organizing maps</td>
<td>[16]</td>
<td>The detection system performance was not evaluated.</td>
</tr>
<tr>
<td>Efficient Scalable Multi-Level Classification Scheme k-NN</td>
<td>[5]</td>
<td>-fraud alarm rate is still relatively high. -fraud alarm rate is still relatively high.</td>
</tr>
</tbody>
</table>

**Hidden Markov Model**

A Hidden Markov Model (HMM) has a finite set of states governed by a set of transition probabilities. The sequence of states, which is the quantity of interest pattern recognition problems, can be observed only through the stochastic processes defined into each state (i.e. the parameters of the pdfs of each state must be known) before being able to associate a sequence of states Q= {q₁, ..., qₖ} to a sequence of observations x = {x₁, ..., xₖ}. 
The true sequence of states is therefore hidden by a first layer of stochastic processes. In order to define an HMM completely, following elements are needed:

i. The set of states \( S = \{s_1, s_2, \ldots, s_N\} \), where \( S_i, i=1,2,\ldots,N \) is an individual state.

ii. The set of observation symbols \( V = \{v_1, v_2, \ldots, v_M\} \), where \( v_i, i=1,2,\ldots,M \) is an individual observation symbol.

iii. A set of state transition probabilities, that is, \( A = [a_{ij}] \),

\[
  a_{ij} = P(q_{t+1} = S_j | q_t = S_i), \quad 1 \leq i,j \leq N; \quad t=1,2,\ldots (1)
\]

where \( q_t \) denotes the current state.

iv. The observation symbol probability distribution in each of the states,

\[
  B = \{b_j(k)\}, \quad b_j(k) = P(O_k | S_j), \quad 1 \leq j \leq N, 1 \leq k \leq M \quad (2)
\]

v. The initial state distribution, \( \pi = [\pi_i] \), where

\[
  \pi_i = P(q_1 = S_i), 1 \leq i \leq N, \text{ such that } \sum_{i=1}^{N} \pi_i = 1 \quad (3)
\]

Therefore the compact notation

\[
  \lambda = (A, B, \pi) \quad (4)
\]

Can be used to denote an HMM with discrete probability distributions [14]. Supposing \( Q = q_1, q_2, \ldots, q_T \) is a state sequence that generate an observation sequence \( O \). Then according to the assumption for an HMM, \( \lambda \), the probability that \( O \) is generated from this sequence is given by:

\[
  P(O|q_1, q_2, \ldots, q_T, \lambda) = \Pi_{t=1}^{T} P(o_t | q_t, \pi) \quad (5)
\]

\[
  P(O|q_1, q_2, \ldots, q_T, \lambda) = b_{q_1}(O_1), b_{q_2}(O_2) \ldots b_{q_T}(O_T) \quad (6)
\]

The probability of the state sequence \( q_1, q_2, \ldots, q_T \) is

\[
  P(q_1, q_2, \ldots, q_T | \lambda) = \pi_{q_1} a_{q_1q_2} a_{q_2q_3} \ldots a_{q_{T-1}q_T} \quad (7)
\]

The probability of generation of the observation sequence \( O \) by the HMM specified by \( \lambda \) is;

\[
  P(O|\lambda) = \sum_{q_1} \ldots \sum_{q_T} P(O|q, \lambda) P(q | \lambda) \quad (8)
\]

The structure of HMM adopted in this work is a full ergodical, 10th-order HMM (where 10th-order represents the number of states, that is, merchant category). The transition matrix is a multi-dimensional matrix, stating that the probability of transitioning to a new state depends not only on the current state according to the traditional HMM but also on the previous states [8], [11].
**Figure 1. Fully ergodic three-state HMM**

**Posterior-Viterbi Decoding**

This model consisting of values for the transition and emission probabilities matrices along with the sequence of symbols derived from each of the cardholder’s transactions price range from the testing data sets will be passed into the posterior-Viterbi algorithm, (a combined algorithms proposed by [18] which will produce a sequence of states \(q_1, q_2, \ldots, q_n\) most likely to have produced the symbol sequence which represent the price range \(o_1, o_2, \ldots, o_n\). The specific problem to be solved by the Posterior-Viterbi algorithm is to use posterior decoding to find the path which maximizes the product of the posterior probability of the states and after having computed the posterior probabilities, Viterbi algorithm is used to find the best allowed posterior path through the model. In the PV algorithm, the basic idea is to compute the path \(\pi^{PV}\)

\[
\pi^{PV} = \arg\max_{\pi \in \Pi_p} \prod_{i=1}^{L} P(\pi_i | O, M) \\
\]

where \(\Pi_p\) is the set of the allowed paths through the model, and \(P(\pi_i | O, M)\) is the posterior probability of the state assigned by the path \(\pi\) at position \(i\) (as computed in 9).

**Performance Metrics**

In general, the objective of fraud detection is to maximize correct predictions and maintain incorrect predictions at an acceptable level. The typical fraud detection techniques attempt to maximize accuracy rate and minimize false alarm rate. A high correct diagnostic probability can be implied by minimizing probability of undetected fraud and false alarms. The evaluation on the proposed method was carried out with these standard metrics—true positive rate, false positive rate, accuracy, precision and receiver operating characteristics (ROC) curve metrics.

**II. Architecture of the CCFDS**

Several research papers developed on fraud detection systems were not based on any architectural design but their approaches could be divided into three stages; data accumulation, system model and detection engine [15], [2]. Also in [17], the authors employed a block diagram containing three phases viz; data entry phase, rule generator phase and committee decision to decide on appropriate rule to detect fraud. However, in
2010, [5] employed a multistage approach to an Overall Architecture of Distributed Fraud Detection System. The architecture consists of data sites stage (data accumulation), classification engine stage, (acts as a recombination agent to build a unified global classifier) and the detection engine, which has local fraud detection agents. And lastly, [1] showed the process flow of the proposed fraud detection system with two stages (training and detection stages).

This thesis employed a combined architecture of both [1] and [5] approaches to the proposed Fraud Detection System as shown in figure 2. The architecture consists of two stages viz; data preparation and implementation. The data preparation stage includes the collection of transactions of individual cardholder and the data preparation for training while implementation stage includes the training phase, prediction phase and detection engine. The cardholders’ data are stored at transactional levels and account level in different banks. The data mapping phase has to do with matching the parameters of HMM to selected variables of cardholder’s transaction data. The training phase involves the processes that are required in preparing the created HMM model for prediction purpose. The prediction phase is used to predict the type of goods/purchase the cardholder bought from the merchant giving a price range (observation symbol). The detection phase employed the parameters from trained HMM model to identify the new transactions as fraudulent or not.

**Cardholder’s Transactions Details**

The cardholder’s transactions details consist of demographic and transaction variables. The demographic variables include cardholder’s name, address, sex, marital status, country, city, educational background, telephone number, etc, being provided during registration of a new card. The transaction variables provide information about the transaction details of the cardholder. Specific attributes in credit transaction data are often not revealed but they should comprise of transaction value, transaction time and date, transaction category or payment channels (payment, refund, ATM, mobile top-up, etc), ATM/POS indicator, Merchant code, card reader response codes, shipping address, account balance, card number, expiration date, etc. [10]. This transaction data contains two categories viz; transaction amount or actual price and merchants’ category or types of goods category.
Data Preparation

A cardholder makes different kinds of purchases of different amounts over a period of time. Each individual transaction amount usually depends on the corresponding type of goods purchased. Hence, the transition in the type of purchase is considered as state transition in this model. The type of each purchase is linked to the line of business of the corresponding merchant. The set of all possible types of purchase and equivalently, the set of all possible lines of business of merchants forms the set of hidden states of the HMM [1].

The purchase values $x$ is being quantized into $M$ price ranges $V_1, V_2, \ldots, V_M$, forming the observation symbols at the issuing bank. The actual price range for each symbol is configurable based on the spending habit of individual cardholders. These price ranges can be determined dynamically by applying a clustering algorithm on the values of each cardholder’s transactions. In this work, only three price ranges, namely, low (l), medium (m), and high (h) are considered. The set of observation symbols is, therefore, $V = \{l, m, h\}$ making $M=3$. Thus, the observation sequence of the above transaction amounts of a particular cardholder is Observations / emissions sequence $(O) = l, m, m, l, l, h, h, h, l, m$.

Prediction Phase

The new sequence and the trained model are used by posterior-viterbi algorithm to estimate new probability of acceptance and to generate the most likely sequence of states that could have generated the observed emissions. After the HMM parameters are learnt, the symbols (i.e. l, m, h) from a cardholder’s training data are taking to form an initial sequence of symbols. Let $O_1, O_2, \ldots, O_R$ be one such sequence of length $R$. This recorded sequence is formed from the cardholder’s transactions up to time $t$. This sequence is being input into
the HMM to compute the probability of acceptance by the HMM. Let the probability be $\Phi_{\text{old}}$, which can be written as follows:

$$\Phi_{\text{old}} = P(O_1, O_2, \ldots, O_R)$$  \hspace{1cm} (10)

Let $O_{R+1}$ be the symbol generated by a new transaction at time $t+1$ from simulation engine. To form another sequence of length $R$, $O_1$ is dropped and $O_{R+1}$ is added in that sequence, generating $O_2, O_3, \ldots, O_R, O_{R+1}$ as the new sequence. The new sequence and the trained model are inputted to the PV-HMM and the probability of acceptance by the HMM is estimated. Let the new probability be $\Phi_{\text{new}}$.

$$\Phi_{\text{new}} = P(O_2, O_3, \ldots, O_{R+1})$$  \hspace{1cm} (11)

Let the quantity $\Delta \Phi = \Phi_{\text{old}} - \Phi_{\text{new}}$. If $\Delta \Phi \leq 0$, it means that the new sequence is accepted (although it could be a fraud) \cite{1}.

**Detection Stage**

The architecture of the detection stage is shown in figure 3. Once the HMMs have been employed to predict the new hidden credit card transactions states in a given observation sequence. Then, there is need to compute the quantity ($\Theta$) of the new accepted transaction.

$$\Theta = \frac{\Delta \Phi}{\Phi_{\text{new}}}$$  \hspace{1cm} (12)

In this work, a credit card fraud detection system based on cardholders’ account-specific thresholds is implemented as against universal threshold that was applied to all cardholders’ transactions by \cite{1}. The newly added transaction is determined to be fraudulent if the quantity probability ($\Theta_{\text{new}}$) is above a threshold computed in equ. (13). In this paper an initial threshold of 50% is selected.

**Figure 3 The Architecture of Detection phase**

```
yes
  \[\Theta < \text{threshold}\]
no
  Fraud
  \[\text{Alarm}\]
Legal

Add $O_{R+1}$ symbol the existing sequence
```
\[ \text{threshold} = \frac{(\Theta_{\text{new}} + IT)}{2} \]  
\[ \quad \text{...............(13)} \]

If \( \text{O}_{R+1} \) is malicious, the issuing bank does not approve the transaction, and the CCFDS discards the symbol. Otherwise, \( \text{O}_{R+1} \) is added in the sequence permanently, and the new sequence is used as the base sequence for determining the validity of the next transaction. However, if the new transaction to be generated is more than one, the extended detection algorithm is designed in appendix A.

**Experimental Setup**

Testing the proposed method using real data set is a difficult task. Banks do not, in general, agree to share their data with researchers. Though some banks granted researchers access to their credit card database but with an agreement of no disclosure [5], [17]. Therefore, it is necessary to perform simulation studies to test the efficiency of the system.

A simulator is used to generate a mix of genuine and fraudulent transactions (Parameters settings of [1] is employed.). In a typical scenario, an issuing bank, and hence, its Fraud Detection System receives a large number of genuine transactions sparingly intermixed with fraudulent transactions. The model was trained and tested using 3200 simulated data for training and 800 for prediction.

**III. Discussion of Results**

The experiments were carried out by varying both the transaction amount mix, as well as the number of fraudulent transactions intermixed with a sequence of genuine transactions. Transaction amount mix is captured by the cardholder’s profile. In this thesis four profiles are considered. The profiles considered are (55 35 10), (70 20 10), (95 3 2) and (34 33 33). Here, \((a, b, c)\) represents a cardholder who has been found to carry out \(a\) percent of his transactions in the low, \(b\) percent in medium, and \(c\) percent in the high range. The performance metrics used are True-positive, false-positive, accuracy and ROC curve.

It can be seen from the results in Table 2 that the positive effect of Posterior-Viterbi algorithm for prediction contribute averagely about 10% to the increase in true-positive and about 6% to the decrease in false-positive. The positive effect of inclusion of new transactions probabilities to determine the acceptability of the new transactions is also notable in Table 3, with a rough estimated average of 13% increment and 11% decrement on true-positive and false-positive respectively.

<table>
<thead>
<tr>
<th>No. of states</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>True-Positive</td>
<td>+0.14</td>
<td>+0.12</td>
<td>+0.12</td>
<td>+0.21</td>
<td>-0.16</td>
<td>+0.17</td>
</tr>
<tr>
<td>False-Positive</td>
<td>-0.07</td>
<td>-0.07</td>
<td>+0.05</td>
<td>-0.08</td>
<td>-0.11</td>
<td>-0.09</td>
</tr>
</tbody>
</table>
Table 3. Effect of inclusion of new transactions probabilities (Note: T-P and F-P are averaged over all the 15 sequence lengths for different number of states)

<table>
<thead>
<tr>
<th>No. of states</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>True-Positive</td>
<td>+0.15</td>
<td>+0.11</td>
<td>+0.12</td>
<td>+0.12</td>
<td>+0.14</td>
<td>+0.13</td>
</tr>
<tr>
<td>False-Positive</td>
<td>-2.15</td>
<td>+0.12</td>
<td>-3.14</td>
<td>-1.10</td>
<td>-2.09</td>
<td>-2.14</td>
</tr>
</tbody>
</table>

Modifying the original fraud detection algorithm by applying account-level threshold also helped to improve the results as shown in table 4 especially the reduction in false alarm averaged about 12%.

Table 4. Effect of using Account-level Threshold (Note: T-P and F-P are averaged over all the 15 sequence lengths for different number of states)

<table>
<thead>
<tr>
<th>No. of states</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>True-Positive</td>
<td>+0.14</td>
<td>+0.25</td>
<td>+0.18</td>
<td>-0.15</td>
<td>+0.20</td>
<td>+0.17</td>
</tr>
<tr>
<td>False-Positive</td>
<td>-3.58</td>
<td>+1.03</td>
<td>-4.07</td>
<td>-4.12</td>
<td>-1.10</td>
<td>+0.08</td>
</tr>
</tbody>
</table>

Table 5 summarises the comparison of the two research works stating the improvement of this research in terms of the addition recorded to the values of the average True-positive and Accuracy and the reduction recorded to the values of the average False-positive for individual cardholders’ profiles. Figure 4 shows the ROC curve of the proposed model and it can be deduced from the graph that the proposed model falls conservative performance region which implies that classifiers in this region commit few false positive errors.

Table 5. Improvement over Abhinav et al (2008)

<table>
<thead>
<tr>
<th>Cardholders’ Profiles</th>
<th>True-positive %</th>
<th>Accuracy %</th>
<th>False-positive %</th>
</tr>
</thead>
<tbody>
<tr>
<td>95 3 2</td>
<td>+22.9</td>
<td>+1.18</td>
<td>-1.88</td>
</tr>
<tr>
<td>70 20 10</td>
<td>+4.01</td>
<td>+5.0</td>
<td>-4.92</td>
</tr>
<tr>
<td>55 35 10</td>
<td>+19.04</td>
<td>+1.45</td>
<td>-7.66</td>
</tr>
<tr>
<td>34 33 33</td>
<td>+3.46</td>
<td>+3.28</td>
<td>-1.46</td>
</tr>
</tbody>
</table>

Figure 4. The ROC Curve of the proposed model
IV. Conclusion

Credit card fraud has become more and more rampant in recent years. The alarming increase in fraudulent credit card usage has stressed the fraud management systems currently in use at banks and other institutions that process credit card transactions. To improve merchants’ risk management level in an automatic and effective way, building an accurate and easy handling credit card risk monitoring system is one of the key tasks for the merchant banks. In this paper, the different steps in credit card transaction processing are represented as the underlying stochastic process of an HMM. A stepwise architecture has been designed to model the new fraud detection system.

Experimental results show the performance and effectiveness of new approach system and demonstrate the usefulness of learning the spending profile of the cardholders. The results obtained from the evaluation showed the overall average of accuracy and precision are about 84% and about 86% respectively. Also, The ROC curve revealed that this research falls in conservative performance region which implies that classifiers in this region commit few false positive errors.
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APPENDIX A

Algorithm for Account Level Threshold of a cardholder
Start
Set Initial threshold to 50%
Enter n (n is number of new transactions to generated)
For $i = 1$ to $n$ DO
K1: Generate new transaction
Compute $\Theta_{i+1} = \Delta \Phi/\Phi_{i+1}$
Compute threshold = $(\Theta_{i+1} + IT) / 2$
Test for fraud/legal
(if $\Theta_{i+1} \leq$ threshold then legal else fraud)
Let IT = threshold
GOTO K1
Stop